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ARTICLE INFO ABSTRACT

In this work the recently proposed full field approach to model dynamic recrystallization [1] is applied to model
304L steel. The framework couples a CPFEM (crystal plasticity finite element method) model with a LS-FE (level-
set finite element method) for grain boundary migration and phenomenological laws. 304L steel samples are
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Le"il'set | subjected to thermomechanical tests and their flow behaviour is characterized, additionally Electron Back
Eggn stee Scattered Diffraction (EBSD) is used to study microstructure evolutions. Part of the experimental data is used to
FEM calibrate the model parameters and describe their evolution as a function of the thermomechanical conditions.

The calibrated model is used to predict the microstructural evolution of 304L steel, the results are compared with
the remaining experimental measurements. The comparison shows that the model correctly predicts the flow
behaviour and recrystallization fraction evolution. However the results also show that the use of classical
phenomenological models limit the model capability to predict grain size evolution. Different approaches to
improve the model grain size prediction are presented and compared, the results show significant improvements

Full field model

when compared with experimental data.

1. Introduction

Accurately modeling and predicting the evolution of the micro-
structure of metals subjected to metal forming operations, is required to
be able to control their microstructure evolution. Controlling micro-
structure evolutions allows to produce metals with superior mechanical
properties for industrial applications.

Dynamic recrystallization is one of the main mechanisms by which
the microstructure of metals evolves when subjected to hot forming
operations. It is a major field of interest for researchers and several
numerical models have been proposed. The models presented in the
literature include: phenomenological models, like JMAK type models
[2-4]; mean field models [5-9]; full field probabilistic models, like the
Monte-Carlo and some Cellular Automata models [10-12]; full field
deterministic models, like the vertex model [13,14], level-set [15-19]
and phase-field models [20,21].

A brief description of the different models and their limitations was
already presented in the first part of this work [1], and detailed reviews
can be found in the literature [22,23]. Most recrystallization models are
fundamentally growth models with limited detailed descriptions of the
underlying physical phenomena involved [24]. In order to provide a
better description of the underlying physics, a new full field approach
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for dynamic recrystallization that couples a CPFEM model with a LS-FE
for GB migration was proposed.

The proposed approach is a significant improvement of the pre-
viously published work [19]. The use of CPFEM provides a more phy-
sical description of plastic deformation phenomena, and serves as a
basis for a better descriptions of the recrystallization phenomena in-
volved in discontinuous dynamic recrystallization (DDRX). The purpose
of this article is to compare the results of the model described in [1] to
experimental data. In this regard, the behaviour of 304L steel subjected
to hot deformation is simulated and the model results are compared to
experimental measurements.

In the first section, the experimental methodology and experimental
data processing are presented. In a second part, the model results are
compared with the experimental measurements and the model limita-
tions, notably in terms of twin boundaries consideration, recrystallized
grains identification and grain size prediction, are discussed.

2. Experimental methods
Hot-compression tests were performed on 304L steel samples to

reproduce industrial forging processes. The tests were performed for
different sets of conditions in terms of strain rate and temperature.
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Fig. 1. Sample geometries used in the thermomechanical test, cylindrical samples (a) and double-cone samples (b). Dash-Dot lines indicate revolution axis.

The thermomechanical path is defined by the following steps: (A)
The sample is put in the pre-heated oven. (B) The sample is kept at high
temperature for 30 min to homogenize its temperature. (C) The sample
is compressed at constant strain rate up to a given stain level. (D) The
sample is water-quenched with the minimal possible delay (i.e. around
2 s) to stop post-dynamic microstructural evolutions.

The tests were performed in a MTS Landmark 370-25 compression
machine equipped with a 2000 W oven. The lower and upper tools are
made of superalloy Udimet 720, with a silicon nitride (Si;N;) ceramic
insert, and molybdenum disulphide (MoS,) as a lubricant. Two sample
geometries (shown in Fig. 1) were tested, cylindrical samples to asses
stress-strain curves and investigate the microstructure at low strain
levels, and double-cone samples to investigate the microstructure at
high strain levels.

After the compression tests, the samples were cut along the com-
pression axis through the diameter, and polished in order to perform
EBSD (Electron Back-Scatter Diffraction) measurements on specific
points. On the cylindrical samples EBSD measurements were taken at
the center of the longitudinal section, and on the double-cone samples
the measurements were performed at the center and at distance of R/3
from the center of the longitudinal section, with R the radius of the
deformed sample.

The local strain and strain rate level at the measurement points
(given in Table 1) table were estimated from finite element (FE) si-
mulations of the compression tests, performed using the software
Forge®. The EBSD measurements were done using a Zeiss Supra 40 FEG
SEM (Field Emission Gun Scanning Electron Microscope) equipped with
a Bruker EBSD system. EBSD maps were acquired with a 0.47 um step
size, over an area of 250 um by 330 um, chosen to compromise between
spatial resolution, test time and statistical representativity.

The EBSD measurements were post-treated using the MTEX toolbox

Table 1

Conditions considered for the experimental test, strain rate, temperatures,
strain range (stress—strain curves — Table A) and strain level (EBSD measure-
ments — Table B). (*) Indicates data sets used for the model validation.

A - Test conditions for stress—strain curves (Cylindrical samples)

Nominal Strain rate &(1/s)
T(K) 0.008 0.01 0.04 0.05 0.08 0.1

1273 0-04 0—0.7* 0 — 04* 0-0.7 0—0.7* 0-0.7
1323 0 — 04" 0—0.7*
1373 0-04 0-0.7

B — Test conditions for EBSD measurements
Cylindrical samples Double-cone samples
Local Strain rate &(1/s) Local Strain rate €(1/s)

T(K) 0.014 0.07 0.14 0.014 0.07 0.14
1273 0.65 0.65* 0.65 1.00, 1.35 1.00, 1.35* 1.00, 1.35
1323 0.65* 1.00, 1.35*

1373 0.65 1.00, 1.35

[25]. On the EBSD maps recrystallized grains were identified following
the procedure described by Nicolay et al. [26]. Grains with size below
1.5 um or with grain average misorientation GAM (Eq. (1)) lower than 1
degree were considered as recrystallized.

> KAM;
GAM = ==L

n M

with n the total number of pixels belonging to the grain and KAM; the
kernel average misorientation of each pixel i of the grain defined as:

Zr'n—l eij
KAM; = ———

' m (2)
with m the total number of neighbor pixels of a pixel i and 6; the
misorientation between the pixel i and its neighbor j. Consistently with
the misorientation threshold applied for grain detection, values of
misorientation §; higher than 10° are not considered.

EBSD data were also used to calculate: the recrystallized area frac-
tion X, defined by Eq. (3); the mean grain size (2D) Dy.p, defined by Eq.
(4) and the mean grain size weighted by surface Ds, defined by Eq. (5).

N,
x = Zim S0

Sy’ 3)
with Ny the number of recrystallized grains, Sx; the surface (2D) of each
recrystallized grain, and Sy the total area of the EBSD map.

D, — leil d;

NaD = “
with N the total number of grains, d; the equivalent circle diameter (2D)
of each grain defined as d; = 2 * |/S;/7.

_ Zf\il d;S;
Dy = ———,

St )
with S; the surface (2D) of each grain. Considering that the numerical
model to be tested is a 3D model, 3D data was required in order to
calibrate and validate it. So, the 2D grain size distributions by number
fraction and surface fraction were transformed into equivalent 3D grain
size distributions by number fraction using the inverse Saltykov
method [27]. The 3D grain size distributions by number fraction were
used to calculate the 3D grain size distributions by volume fraction.

The mean 3D grain size weighted by number fraction Dysp, defined
by Eq. (6) and the mean 3D grain size weighted by volume fraction Dy,
defined by Eq. (7), were also computed from both 3D distributions.

T, da

Dysp = —/————,
N3D N ©)
with dsp; the equivalent sphere diameter (3D) of each grain, defined as

dapi = 2 * (0.75(1/m) V)3,
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Fig. 2. Measured (continuous lines) and
interpolated (discontinuous lines) stress—
strain curves for 304L steel cylindrical

samples subjected to compression tests at
high temperatures. Curves are grouped by
temperature ((a) and (b)) and strain rate
((c) and (d)). Oscillations are artifacts due
to periodic change in the tool velocity to
follow imposed constant strain rate.
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with V; the volume (3D) of each grain, and V4 the total volume. For the
initial state of the microstructure Dysp = 33.23 (um) and
Dy = 86.53 (um). The X and the Dy values were used for the compar-
isons with the model results.

Vr

3. Experimental results
3.1. Thermomechanical tests

The stress—strain curves obtained from the thermomechanical tests,
were smoothed using high order polynomial interpolation, to reduce
the experimental noise (Fig. 2). In general terms, the curves show the
expected behavior, with the stress increasing with increase in strain
rate, and decreasing with increase in temperature.

However, the used experimental set up does not allow to obtain
accurate measurements at low strain levels. This makes difficult the
identification of the macroscopic yield stress gy, so the corresponding
values were taken from the literature [28].

3.2. EBSD measurements

In order to process the EBSD measurements, grains were detected as
groups of neighbouring points with less than 10° misorientation angle.
Twin boundaries, identified by 60° rotation around the (1, 1, 1) axis
with a 5° tolerance, were ignored in the grain detection procedure as
they are not considered in the model. Fig. 3 shows the EBSD map of the
initial microstructure with and without twin boundaries, and the pole
figures of the (001), (111) and (110) planes. The pole figures show that
no preferred orientation is present in the initial microstructure.

However, deformation causes that twin boundaries deviate from the
60° (11 1) ideal misorientation, so that some of them, or some parts of
them, can get out of this tolerance. As a consequence, on highly de-
formed microstructures, it is not possible to correctly identify all the
twin boundaries present in the microstructures. Fig. 4 shows an EBSD
map of a deformed sample with the twin boundaries plotted in red and

0.4 0.6

Deformation (true strain)

grain boundaries excluding twins plotted in black. The EBSD maps
show that twin boundaries are no longer identified as continuous lines
and part of them is considered as a normal grain boundary, this can
cause an artificial reduction in the measured grain size.

For the deformed samples, Fig. 5 shows the evolution of the mi-
crostructure, with the increase in strain, in terms of GAM values and
recrystallized grains for one set of deformation conditions. The evolu-
tion of the microstructure, from the initial state characterized by
Dnop = 43.1 (um) and Dg = 75.6 (um), in terms of recrystallized frac-
tion, average grain size by number and by surface, are shown in Fig. 6
for the considered deformation conditions.

The results show that, the change in strain rate does not have sig-
nificant effects in the evolution of the recrystallized fraction, while the
increase in temperature causes an increase in the recrystallized fraction.
In terms of grain size, the evolution of the grain sizes by surface shows
that neither the changes in temperature or strain rates, causes a con-
sistent change in the grain size evolution at all the considered de-
formation levels. Dy for the highest strain rate, shows an unexpected
behaviour with significantly higher values at € = 1.0, than the other
strain rates. This behaviour is propably due to self-heating. In all cases,
even at low recrystallized fraction levels, there is a significant reduction
for the initial grain sizes, this is caused in part by the twin identification
issue described previously.

For the 3D measurements, the evolution of the microstructure in
terms of Dysp and Dy, from the initial state of Dysp = 33.2 um and
Dnsp = 86.5 um, considering all the grains, the recrystallized grains,
and only the non recrystallized ones, for the different deformation
conditions are shown in Fig. 7.

The results show that the behaviour considering all the grains is
consistent with the behaviour observed for the 2D data. With the in-
crease in temperature the final grain size increases, and the final grain
sizes for the different strain rates are very similar. For the recrystallized
grains and for a given deformation condition, there is no significant
change in their mean size for the different strain levels. There is a small
increase in size between the lower strain level and the middle strain
level, but at the higher strain level the size shows almost the same value
that at the middle strain level. The increase in temperature also leads to
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Fig. 3. EBSD map of the sample before deformation with (a) and without twin boundaries (b). Twin boundaries plotted in red and grain boundaries excluding twins
plotted in black. (001), (111) and (110) pole figures (c—e). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of

this article.)
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Fig. 4. EBSD maps of the sample deformed at T = 1273 K — ¢ = 0.014s™! — e = 0.65. Twin boundaries plotted in red and grain boundaries excluding twins plotted in

black.
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Fig. 5. EBSD maps at different strain levels of the sample deformed at T = 1000 K — € = 0.07 s~! with grain boundaries plotted in black. (a,c,e) Grains colored by
GAM value. (b,d,f) Recrystallized grains (yellow) and non-recrystallized grains (blue). (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)

higher mean recrystallized grain sizes, while the change in strain rate
shows little influence. For the non recrystallized grains, the significant
reduction in grain size between the non deformed state and the first
measurement after deformation, is seen clearly.

In terms of distributions, the results for one of the considered de-
formation conditions are shown in Fig. 8. Both the distributions by
surface and volume show that the microstructure contains a significant
fraction of grains with sizes much smaller and much bigger than the
mean value. The distributions do not present a regular shape that can be
correctly fitted with the commonly used normal or log normal mathe-
matical distributions.

4. Calibration and validation of the numerical model
4.1. Parameter identification procedure

The numerical model used in this work couples a level-set (LS)
based numerical framework for microstructural evolution simulation
with a crystal plasticity finite elements method (CPFEM). The model
provides 3D full field simulations of dynamic recrystallization up to

high strains with topological description of grains. The details of the
model can be found in Ref. [1] and will not be detailed here.

The model was calibrated by performing inverse analysis, using the
optimization tool Moopi [29]. The experimental data was divided into
one set of data used for calibration and other set used for validation, as
depicted in Table 1. The process was performed in two steps. First only
the crystal plasticity model parameters were calibrated and validated
against the experimental stress—strain curves before DRX onset. Second
with the obtained parameters for the crystal plasticity part, the coupled
model parameter was calibrated and validated against the re-
crystallization kinetics obtained from the EBSD maps.

For the first part, the parameters K; and K, were calibrated, these
parameters represent the generation of dislocations due to plastic de-
formation and their disappearance by dynamic recovery respectively, in
the dislocation density (p) evolution law considered in the model:

(K _K))y
p"(M MP)Z

a=1

}}a

>

®

with M the Taylor factor and y* the strain rate on the slip system a. The
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Fig. 6. Evolution of X (a), Dy2p (b) and Ds (c) as a function of strain for the different deformation conditions.

parameters K; and K, are also included in the calculation of the critical
dislocation density p,,, which defines the start of nucleation and the size
of the inserted recrystallized grains (r*):

1/2

. K
— € Mb2de2
Per = 7]@ ’
l”(l - chr) )
2
r'=w i s
pcrde (10)

with d, being the dislocation line energy, M, the grain boundary mo-
bility, y, the unit area grain boundary energy and @ a numerical safety
factor. The second part of the calibration procedure was done regarding
the parameter kg, which represents the probability of recrystallized
grains appearance in the nucleation rate law used:

dV = ke¢dt, 1D

with ¢ the total area or volume (necklace or bulk) of the grains with
dislocation density higher than the critical value, and dt the time step.
The remaining model parameters are presented in Table 2:

For the simulations, the imposed boundary conditions mimic a
channel die compression test with a constant strain rate. This type of
boundary conditions, without free surfaces, are imposed to prevent the
polycrystal from collapsing onto itself due to the rotation of some grains
caused by the plastic deformation. For 304L steel, the deformation re-
sulting from the imposed boundary conditions is an acceptable re-
presentation of the experimental compression tests. Fig. 9 illustrates the
imposed boundary conditions and Fig. 10 illustrates the general simu-
lation framework.

4.2. Calibration and validation of the CPFEM model

For the calibration and validation of CPFEM model the data con-
sidered was: up to € = 0.25 for T = 1273(K), and up to € = 0.20 for
T = 1323(K) and T = 1373(K). This is done in order to minimize the
effect of recrystallization in the stress response. Only the effects of

strain hardening and dynamic recovery are considered, which are the
two phenomena related to the parameters K; and K.

Fig. 11(a,b) shows the results of the calibration procedure. In gen-
eral terms, the model results show good agreement with the experi-
mental ones. The largest differences can be seen in the initial part of the
curves, specially for higher temperatures. They are related to the
chosen g, value.

The identified parameter values were used to construct functions
that describe the evolution of model parameters as a function of the
Zener Hollomon parameter (Z = ¢ exp(Q/RT)). The identified values
and their corresponding functions are also shown in Fig. 11(c,d).

With the constructed functions, the parameters value for the ther-
momechanical conditions set for validation of the model were calcu-
lated and simulations were run for these thermomechanical conditions.
The simulated results compared to experimental measurements are
presented in Fig. 11 (e,f). The results are consistent with the results
observed in the calibration procedure, showing that the model predic-
tions are in good agreement with the experimental measurements. The
largest differences are also observed in the initial part of the curves.
This can be partially explained by the uncertainties in the identification
of oy in the experimental curves.

4.3. Calibration and validation of the coupled model

Fig. 12(a,b) shows the results of the calibration procedure for the
coupled model. The results show good agreement in terms of re-
crystallized fraction. For the average grain size (Dy) there is an im-
portant difference between the model results and the experimental data
at higher strains, this will be further discussed in Section 5.

The identified parameter values were used to construct a piece-wise
linear function that describes the evolution of the parameter k, in terms
of the thermo-mechanical conditions described by the Z parameter. This
type of function was used due to the limited number of experimental
points. The identified values and the interpolated function are shown in
Fig. 12(c).

Following the previously described procedure, the interpolated
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Fig. 7. Evolution of Dysp (a,c,e) and Dy (b,d,f) as a function of strain, considering all the grains (a,b), the recrystallized grains (c,d) and the non recrystallized grains

(e,f) for the different deformation conditions.

function is used to calculate the parameter value (Fig. 12(c)) for the
thermo-mechanical conditions chosen to validate the model. The results
are shown in Fig. 12(e,f). The results show the same trends as the re-
sults observed in the calibration. The model correctly predicts the re-
crystallized fraction, but shows some errors in average grain size value
predicted at higher strains.

The disagreement between the model results and the experimental
data, in terms of mean grain size (Dy), can be explained by several
factors related mainly to the twin boundaries and the size of inserted
recrystallized grains. These limitations of the proposed model and the
calibration procedure are discussed in Section 5.

5. Model discussion
5.1. Recrystallized grains size and Twin grain boundaries

Two limitations were identified when comparing the model with
experimental data. First, the size of inserted recrystallized grains cal-
culated according to Eq. (10), that depends on the values of the para-
meters K; and K;, defines a size over the measured recrystallized grains

size. Fig. 13 shows the modeled recrystallized grains size compared to
measured experimental recrystallized grain size at € = 0.65 for the
different thermomechanical conditions. This over prediction of the re-
crystallized grains size introduces errors in the model predictions.

Second, as mentioned in Section 2 and illustrated in Fig. 4, the
difficulties to identify twin boundaries on deformed microstructures
introduce an artificial reduction in the experimental grain sizes as strain
increases. This effect is illustrated by the evolution of the mean grain
size of the non recrystallized grains presented in Fig. 7. The results
show a higher reduction in the grain size between the non deformed
state and the first deformed state, which can not be explained only by
the effects of recrystallization at such low strain.

To circumvent these two limitations: First, a re-calibration of the
parameters K; and K, was performed, the objective was to define K; and
K, values that give the same mechanical behaviour but define a smaller
recrystallized grain size. To do this, the parameter k, = gp/M that de-
fines the initial microscopic yield stress of the material, and the para-
meter m that represents the flow rule sensitivity in the crystal plasticity
model, were also introduced into the calibration parameters. By using
this procedure for the deformation conditions
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Fig. 8. Grain size distributions by number fraction 2D (a), surface fraction(b), number fraction 3D (c) and volume fraction (d). Sample deformation conditions

T=1273K — ¢ =0.07s"! — e =1.0.

Table 2
Values of the model parameters for the considered thermo-mechanical condi-
tions.

Symbol Name Value Units Reference
E Young’s modulus [119 — 125] GPa [28]
v Poisson’s ratio 0.34 [-] [28]
u shear module [40 — 45] GPa [28]
% Ref. slip rate 0.001 [s71] [30]
m slip rate sensibility 0.05 [-] [30]
M Taylor factor 3 [-] [31]
P substructure type 0.15 [-] [32]
b Burgers vector 2.5 * 10710 m [33]
g yield stress [20 — 80] MPa [28]
My GB mobility [0.51 — 3.47] * 1012 m*/Js [34]
de disl. line energy 1.47 * 1079 J/m [35]
b GB energy 0.6 J/m [22]
Po min disl. density 1 * 1011 m—2 [36]

¢ = 0.014(s7Y) T = 1273(K), the model recrystallized grain size was
reduced from r* = 24.87 um with the initial parameters to r* = 11.45 um
with the new parameters. This reduction in the model recrystallized
grain size involves a significant increase in the computational cost as
the mesh size is defined according to the r* value [1].

Second, to address the twin boundaries identification issue, a second

initial digital microstructure was generated. This microstructure fol-
lows the experimental grain size distribution but considering twin
boundary as general grain boundary in the grain detection procedure.
Fig. 14 shows the grain size distributions for the two cases. However,
the current framework does not consider heterogeneous grain boundary
energy, so the effect is only related to the initial grain size. One of the
perspectives of this work is then to enhance the current numerical
framework in order to consider heterogeneous grain boundary energy
following the works of Ref. [37].

Simulations were run with the new parameters and with the two
initial microstructures, the simulation with the initial microstructure
generated ignoring twin boundaries is further mentioned as case 1, and
the simulation with the initial microstructure generated considering
twin boundaries as regular grain boundaries is further mentioned as
case 2. The results are shown in terms of average behaviour in Fig. 15,
and in terms of grain size distributions by volume at € = 1.0 deforma-
tion levels in Fig. 16.

The results show that by improving the parameters to define a
smaller nucleus, consistent with the experimental data, the numerical
predictions better fit the experimental data. The average dislocation
shows a very similar behaviour in both cases, meaning that the number
of initial grains and their sizes does not have significant effect in how
the average dislocation density evolves. This will be further discussed in
the next section. However, differences in the evolution of micro-
structure remain.

tz tz rz tz Fig. 9. Boundary conditions for the simulations.
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Fig. 10. Example of the simulation framework.

The evolution of the average grain size (Dy) shows that: the re-
duction of the average grain size is dependent to the difference between
the initial grain size and inserted recrystallized grains size. A bigger
difference, translates in a bigger reduction in the average grain size.
This is also observed for the non recrystallized grains evolution.

For both cases the model correctly reproduces the evolution of the
recrystallized fraction. The simulation with the smaller initial micro-
structure shows a higher recrystallized fraction at high deformation
levels, while the simulation with a bigger initial microstructure shows a
higher recrystallized fraction at the lower deformation levels. The ob-
served behaviour is consistent with the evolution of the average re-
crystallized grains size (Dgyy), which at lower deformation levels ex-
hibits higher values, but with the increase in deformation this
behaviour inverses.

This difference of behaviour is caused by: First, the higher number
of grains boundaries that allow recrystallized grains to appear on more
places, causing less clustering between them. This effect was already
discussed in Ref. [1]. Second, the smaller differences in size between
the recrystallized grains and non recrystallized grains. Indeed, re-
crystallized grains that reach sizes closer to the size of non re-
crystallized grains have a lower probability of disappearing after they
have hardened.

Therefore the simulations results show that having bigger grains can
favor recrystallization at lower deformation levels when the re-
crystallized fraction is lower. But at higher deformation levels, when
there is a higher number of recrystallized grains in the microstructure,
having smaller grains which translates in less clustering between them
and smaller differences in size between recrystallized and non re-
crystallized grain, allows the recrystallized grains to grow more
quickly.

In terms of grain size distributions (Fig. 16) one can summarize the
results as: Even though the sizes and the percentages of the bigger
grains in the microstructure has been significantly reduced with respect
to the initial state, case 1 shows a higher percentage of big grains than
case 2 and than in experimental data. This behaviour is a clear indicator
of the limitation of not including twins in the microstructures, as these
big grains are not consumed in the simulation by the effects of
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recrystallization.

Regarding the recrystallized grains distributions, which at this de-
formation level (e = 1.0) are the majority of grains in the micro-
structure, the results show that in both simulation cases the re-
crystallized grains grow less than in experimental data. From the initial
insertion diameter of 2 * r* = 22.90 um, most of the simulation re-
crystallized grains grow to sizes between 30 um and 40 um while in the
experimental data the recrystallized grain sizes reach values around
50 um. Additionally, due to the model formulation, recrystallized grain
sizes smaller than the insertion size are very difficult to capture as re-
crystallized grains are inserted with a size that ensures their growth.

One alternative to improve this behaviour can consist to use, for the
recrystallized grains, a size distribution based on experimental data
instead of using a constant insertion size. Simulation results, using a
distribution to define the recrystallized grains insertion size, were
compared with experimental data in terms of grain size distribution at
€ = 1.0 deformation level and are shown in Fig. 17.

The results show that, with this alternative, the simulation results fit
more closely the experimental data specially for the smaller grains.
However, this approach is restrictive since it requires additional data to
define the grain size distribution. Moreover, similarly to the other cases,
differences in the growth rate of the microstructure are still observed.

The results show a significant improvement with respect to the in-
itial calibration procedure. However, the model still presents limita-
tions related to grain boundary migration. Further work in the defini-
tion of the grain boundary mobility and grain boundary energy must be
performed in order to improve the model capability.

5.2. Dislocation density evolution

The main advantage of including CPFEM is to obtain a better de-
scription of the evolution of the dislocation density and of the or-
ientations of the grains during DRX. However, the current framework
does not consider yet the grains orientation in the GB migration cal-
culations. The misorientation field only influences the deformation in
the CPFEM model, so the most relevant variable remains the dislocation
density evolution.

In the current framework, the evolution of dislocation density is
defined by a saturation type hardening law, the so-called Joshie-
Laasraoui-Jonas (YLJ) equation [38]. This law is a simplified model,
that was used due to the limited experimental data available to identify
the material parameters. It defines a saturation value for the dislocation
density; thus at high deformation levels, when a significant part of the
microstructure has reached this saturation value, the heterogeneity in
the microstructure is significantly reduced as illustrated in Fig. 10. The
exceptions are recrystallized grains as they are inserted with a minimal
dislocation density and zones swept during GB migration. Since these
zones are also subjected to deformation, they also harden and later
reach the saturation value.

Thus, considering that the energy gradient is the dominant force in
GB migration during DDRX, even if the percentage of ReX grains is low,
their effect is significant in the microstructure. So, to better describe the
dislocation density evolution, distributions by volume fraction are
presented in Fig. 18 for one simulation case.

Figs. 10 and 18 show that: At low deformation levels, before nu-
cleation has started € < 0.20, there is significant heterogeneity in the
distribution of the dislocation density in the microstructure. The effect
of the grain orientation is clear with zones in the microstructure
showing low and high dislocation density levels.

At higher deformation levels most of the grains present in the mi-
crostructure (~80%) have a dislocation density equal to the maximal
value. On these grains that have already reached the maximal dis-
location density value, only zones near boundaries that have been
swept due to grain boundary migration show different dislocation
density levels (Fig. 10).

Considering only the case of recrystallized grains, the results show
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Fig. 11. Comparison between the CPFEM model results and the experimental results, stress—strain curves. Calibration (a,b), Parameters evolution (c,d) and

Validation(e,f).

that condition is similar with the majority of the grains (~75%) having
the maximal dislocation density. These are the recrystallized grains,
that have already hardened and can also serve as nucleation sites.

However the remaining recrystallized grains show dislocation den-
sity levels among a wide spectrum. Fig. 18(d) shows dislocation density
distribution considering only recrystallized grains with dislocation
density lower than the maximal value. These results show that of these
remaining grains only (~5%) show the minimal dislocation value, these
are the grains that just appeared in the microstructure and have not
deformed yet. The other recrystallized grains show several dislocation
levels which is the effect of the different hardening rates caused by the
differences in orientations.

These results illustrate the effect of including CPFEM in the model,
they also enable to exhibit two future perspectives: First, for the current
framework (which considers homogeneous grain boundary energy and
mobility) replace CPFEM with a simplified Taylor models could provide
similar results with a reduction in the computational cost. Second, since
the currently used hardening law implies an important simplification of
the dislocation density evolution, it seems of prime importance to
evaluate more complex laws that would provide a better description of

10

the evolution of the dislocation density.

6. Conclusions

In the present work, a CPFEM model coupled with a LS-FE numer-
ical framework for grain boundary migration and phenomenological
laws to perform 3D full field simulations of DRX up to high deformation
was calibrated and validated with experimental measurements of 304L
steel subjected to hot deformation.

The model parameters K;, K; and Kg, related to the strain hard-
ening, dynamic recovery, and nucleation probability were identified for
a range of strain rates between 0.008 — 0.1 (1/s) and temperatures be-
tween 1273-1373 K. Results showed that the calibration of the para-
meters K, K considering only the stress—strain behaviour can lead to
the definition of nucleus sizes that do not agree with the experimental
data. Additional calibration steps that consider also the grain size
evolution must be included in order to minimize these errors.

For the considered deformation conditions, the model correctly
predicts the general behavior of several of the main variables of interest
during dynamic recrystallization. However the grain size distribution



D.A. Ruiz Sarrazola, et al.

Computational Materials Science 184 (2020) 109892

a (b)
()80 , , 100 s ===
Exp-1273(K)-0.014(1/s) = S e X
< Sim-1273(K)-0.014(1/s) —_ T
~ Exp-1373(K)-0.014(1/s) § 80| et
£ 60 Sim-1373(K)-0.014(1/s) 2 T
£ #* Exp-1273(K)-0.140(1/s) Q =
8 - = Sim-1273(K)-0.140(1/s) % 60
< 40 ‘B *
E 20 40 Exp-1273(K)-0.014(1/s) *
= 50 Sim-1273(K)-0.014(1/s)
250l £ Exp-1373(K)-0.014(1/s)
g e 2 20 Sim-1373(K)-0.014(1/s)
~ P e 1 #* Exp-1273(K)-0.140(1/s)
p—— P — — Sim-1273(K)-0.140(1/s)
Q=== 0
0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
Deformation (True strain) Deformation (True strain)
-3 C
- 2<10 (c)
£ J
6 &
¥
5 " -
<l .
e *»*
€4 e
Q‘) 7
3 e
#
4
2 /’ —% Kg (Calibration)
’ % Validation Points
1 e
20 21 22 23 24
Ln(2)
d e
(d) 50 T T (e) 100
Exp-1323(K)-0.014(1/s)
= Sim-1323(K)-0.014(1/s) —_
~— 40 Exp-1273(K)-0.070(1/s) § 80
g Sim-1273(K)-0.070(1/s) S
2 o
£ 30 7 60
= 2 2 40
= 5
z & Exp-1323(K)-0.014(1/s)
€10 Z 20 Sim-1323(K)-0.014(1/s)
(a1 ) Exp-1273(K)-0.070(1/s)
Sim-1273(K)-0.070(1/s)
(O 0
0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 1

Deformation (True strain)

Deformation (True strain)

Fig. 12. Comparison between the coupled model results and the experimental results, recrystallized fraction (a,d) and average grain size (Dy) (b,e). Calibration (a,b),

Parameters evolution (c) and Validation(d,e).

w
o

# Model
# Experimental| |

m)

N
6]
*

20+
15

10} *

Recrystallized grain size (p

0 L L i i
20 21 22 23 24 25
Ln(Z)

Fig. 13. Model recrystallized grains (r*) size compared with measured experi-
mental recrystallized grain size at € = 0.65 for the different thermomechanical
conditions.

showed that the rate of growth of recrystallized grains is still not cor-
rectly modeled. Additionally not being able to model the behaviour of
twin grains boundary is an important limitation.

Comparisons considering different initial grain sizes showed that
smaller grain sizes in the initial microstructures favors recrystallized
grains growth. As having smaller grains translates into higher number
of grain boundaries that serve as nucleation sites, so recrystallized
grains can be appear further from each other. This reduces clustering
between the recrystallized grains which can limit their growth. Also,
when recrystallized grains harden, since the main driving force in their
growth is the capillarity effect, having a similar size than non re-
crystallized grains increases the probability that they will not be con-
sumed.

Additionally the CPFEM calculations showed that during most of the
DRX process the dislocation density of the microstructure is not that
heterogeneous, as most of the grains reach the maximal dislocation
density value. The grains that are constantly evolving are only the re-
crystallized grains, from the time that they are introduced until they
completely hardened. This time window depends on the hardening rate
which can change according to the grain orientation and location.

11
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In summary, the coupled model constitutes a good first approach to
improve full field dynamic recrystallization modeling. However it is
still necessary to further study aspects like, effect of hardening laws,
texture prediction, grain boundary energy anisotropy, mobility aniso-
tropy, and nucleation models. Furthermore it is necessary to enrich the

The lack of heterogeneity also indicates that similar results could
perharps be obtained with a simplified Taylor model which would re-
duce computation time. However this behaviour is also due to the used
hardening law, which is quite simple, and to the fact to consider
homogeneous grain boundary energy and mobility. Improvements

concerning these questions will be tested in future work.

available database and perform similar analysis with other materials.
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Appendix A. Recrystallized grains identification

Comparing simulation data with experimental data for recrystallization processes is limited by the difficulty in identifying recrystallized grains
on experimental samples, specially for full field models that aim to provide a spatial reproduction of the microstructure evolution. On simulation
models the recrystallized grains can be clearly tracked and identified, since they appear. However, this is not possible on experimental samples. The
procedure used in this work to identify recrystallized grains uses the GAM criteria, following the work of Ref. [26], is a procedure commonly used in
the literature.

This procedure relies on establishing a GAM threshold, also the calculation of the GAM value depends on the KAM value, whose calculation
depends on the spatial resolution of the measurement and the order of neighbours considered. Fig. 19 shows the changes in the recrystallization
fraction value, for the sample deformed at € = 0.014 57! T = 1323 K and € = 1.0, for different GAM thresholds and different order of neighbours,
considered in the identification of recrystallized grains. These results show the degree of variation derived from the difficulties in the identification of
recrystallized grains on experimental samples.

These difficulties translates directly to the calibration and validation of simulation models, and need to be considered, this is specially significant
in this work since it was shown that the evolution of the microstructure in terms of grain size, depends greatly on the number of recrystallized grains
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introduced and their size. The number of grains introduced is defined in order to fit the recrystallized fraction. So, introducing a simulation criteria
that is more close to the one used in experimental samples, could lead to a better modeling of the microstructure evolution, and needs to be further

evaluated.
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