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 A B S T R A C T

This study proposes a new full-field approach for modeling grain boundary pinning by second phase particles 
in two-dimensional polycrystals. These particles are of great importance during thermomechanical treatments, 
as they produce deviations from the microstructural evolution occurring in the alloy in the absence of particles. 
This phenomenon, well-known as Smith–Zener pinning, is widely used by metallurgists to control the grain 
size during the metal forming process of many alloys. Predictive tools are then needed to accurately model 
this phenomenon. This article introduces a new methodology for the simulation of microstructural evolutions 
subjected to the presence of second phase particles. The methodology employs a Lagrangian 2D front-tracking 
methodology, while the particles are modeled using discretized circular shapes or pinning nodes. The evolution 
of the particles can be considered and modeled using a constant velocity of particle shrinking. This approach 
has the advantages of improving the limited description made of the phenomenon in vertex approaches, to 
be usable for a wide range of second-phase particle sizes and to improve calculation times compared to 
front-capturing type approaches.
1. Introduction

The in-service properties of metallic materials are intimately con-
nected to their microstructures, which are inherited from hot forming 
processes. Thus, the design of high-value-added parts is nowadays 
systematically linked to precise control of the microstructure through 
optimization of processes and a detailed understanding of the under-
lying mechanisms [1] (recrystallization, grain growth, and solid-state 
phase transformations). It is with this perspective, for instance, that the 
concept of grain boundary engineering was developed, driven by the 
desire to improve various types of intergranular behavior (corrosion, 
segregation, crack propagation, creep, ductility, . . . ) through control 
and manipulation of grain boundaries (GB). Second-phase particles 
(SPP) represent one of the levers for potential microstructural control.

Particle pinning occurs when a GB meets a SPP, reducing the 
total surface occupied by the GB and consequently lowering the total 
grain boundary energy. This phenomenon, well-known as Smith–Zener 
pinning mechanism, was first rationalized by Smith [2] and then de-
tailed by Zener one year later [3]. They proposed a model to exhibit 
an equivalent 𝑃𝑆𝑍 pinning pressure and a possible stagnated grain 
size in the event that this pressure exceeds the capillary pressure 𝑃𝑐 . 
Indeed, in practice, under certain conditions, SPP can strongly pin a 
microstructure, eventually leading to a limiting mean grain size during 
recrystallization and grain growth. Since these first developments to 
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equate this phenomenon, many variants have been developed in order 
to dispel some of the initial hypotheses [4–6] but also to propose new 
point of views concerning this mechanism [7]. Predictive tools are then 
needed to accurately model this phenomenon and thus optimize the 
final grain size and in-use properties of the materials.

Since thirty-five years, numerous full field modeling of the Smith–
Zener phenomenon have been proposed, including Monte Carlo/Cel-
lular Automata frameworks [10–16], front-tracking or vertex [17,
18], multi-phase fields [19–22] and level-set approaches [23–30]. 
Front-capturing approaches like level-set (LS) and multi-phase field 
(MPF) methods can reproduce more realistic contexts. Indeed, these 
approaches allow for easier and more accurate description of the 
actual shapes of second-phase particles, as well as the local interaction 
between precipitate/grain interfaces and GB. In the LS framework, 
the concept of incorporating inert SPP within a finite element (FE) 
framework was initially proposed for conducting 2D and 3D grain 
growth (GG) simulations [23,26,27], static recrystallization simula-
tions [24] and also extend in order to take into account evolving SPP 
populations [28,29]. This approach enables the consideration of SPPs 
without predefined assumptions about their size or morphology. It 
accommodates both isotropic and anisotropic particle/grain interface 
energies, regardless of whether the interfaces are coherent or incoher-
ent. This approach will be considered here as a reference for discussing 
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Fig. 1. Global loop for the TRM formulation [8]: 1. and 2. Remeshing procedure steps enabling to treat topological changes and maintains the mesh quality potentially with 
parallel computation [9]; 3. to 7. movement of interfaces using a Lagrangian scheme that updates the positions of the nodes of the mesh defining the GBs; and 8. output generation 
before the next time step.
Fig. 2. Example of the immersion of circular particles (cyan) in a meshed domain (orange). a. Initial mesh, b. mesh after the remeshing defining the boundaries of particles with 
an explicit mesh.
the obtained results with the new proposed front-tracking description 
of Smith–Zener pinning mechanism. The LS formulation developed by 
Alvarado et al. [28,29] was used for all the LS simulations conducted 
in this article. The need to develop alternative approaches to LS or 
MPF methods indeed arises their generally prohibitive computational 
cost when large statistically representative 2D simulations or SPP with 
small sizes are aimed. This last factor might restrict the mesoscopic 
study of Smith–Zener pinning mechanism, and thus it is important to 
explore alternative models with higher performances for an equivalent 
precision.

If vertex/front-tracking approaches are of prime interest to improve 
computational cost of representative full-field simulations and are de-
veloped for grain growth modeling since forty years [31,32], their use 
in context of Smith–Zener pinning modeling remains limited [17,33,
34]. Based on its own Vertex model [35], the first Vertex attempt was 
proposed by Weygand et al. in 1998 by considering the SPP as static 
vertices and a pinning position for the evolving GB [17]. An unpinning 
force was proposed in agreement with the Smith–Zener model in order 
to model unpinning events. Other simulations with the same model 
2 
and heterogeneous SPP populations were proposed in [33]. While this 
approach allows for efficiency, it can obviously be questioned in terms 
of representativeness of the mechanism when the size of the particles is 
not negligible compared to the size of the grains, as often encountered 
in many materials and thermomechanical conditions.

Concerning existing front-tracking frameworks based on an explicit 
description of the SPP, one can cite the methodology developed in [18], 
where a FE model, based on a variational formulation for grain bound-
ary motion by viscous drag, is used to solve the equations governing 
GB motion of an arbitrary-shaped surface and its interaction with SPP 
in 3D. The model was later extended in [18,36,37] to take into account 
motion by curvature flow but in the context of a single grain boundary 
and led to impressive simulations of Smith–Zener pinning mechanisms 
compared to the Vertex state-of-the-art. A similar discussion was re-
cently proposed in [38] with comparable simulations, but a different 
approach to describe the interaction between SPP and GB allowing 
to consider a richer description of SPP in terms of shape and energy 
relationship with the matrix. However, the existing methodologies 
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Fig. 3. Example of the cycle of the movement of a multiple junction in the boundary of a discretized particle (cyan). The initial position of the multiple junction (red point) 
is preserved by transparency over all the figures. a. Initial state and computation of the velocity field in the finite element nodes (arrows), b. first free movement of the triple 
junction using the time-step and the velocity field, c. first projection towards the particle center of the triple junction in the particle interface, d. and e. new cycle, similar to b. 
and c.
remain then limited to the study of one or few grain interfaces in the 
context of static SPP and without considering intragranular properties.

This article presents the application of SPP-GB interaction in context 
of a front-tracking Lagrangian model. The basis of this Lagrangian 
model have been introduced in previous works [8,9,39–42]. Evolution 
of this modeling approach will be presented in the first part, while 
computational comparisons with the LS-FE model will be detailed in the 
second part. In the third part, discussions concerning the comparison 
and the complementarity with classical Vertex description of the Smith–
Zener pinning phenomenon will be proposed. Limits and perspectives 
of this new framework will be detailed in the last part.

2. Numerical method in context of discretized second phase par-
ticles

In the context of 2D generic front-tracking models, the recent de-
velopments from Florez et al. concerning the ToRealMotion (TRM) 
code for "topological remeshing in Lagrangian framework for large 
interface motion" [8], illustrated in Fig.  1, were validated for numerous 
metallurgical mechanisms. The TRM approach introduces the concept 
of using unstructured FE meshes for the detailed representation of 
grain interiors. The method consists of the movement of interfaces 
using a Lagrangian scheme that updates the positions of the nodes 
of the mesh defining the GBs (Figs.  1.3 to 1.7), while a remeshing 
3 
procedure treats topological changes and maintains the mesh quality 
(Figs.  1.1 and 1.2). This strategy was adopted for several key reasons: 
first, to incorporate intragranular data such as stored energy to model 
nucleation and recrystallization; second, to accurately simulate signifi-
cant domain deformations and discontinuous dynamic recrystallization 
mechanisms [40]; and third, to enhance the parallel processing capa-
bilities of the method, surpassing those of conventional front-tracking 
models [9]. This method was also improved, considering the treatment 
of multiple junctions proposed by Barrales Mora [43], to deal with 
anisotropic reduced mobility [41] and torque terms [42] (Fig.  1.4). In 
this section, a methodology will be presented to apply the TRM model 
to SPP-GB interactions.

2.1. Particles of ideal shape and initial discretization

This 2D model uses circles to idealize and track the discretized SPP 
interfaces. During these simulations, on top of the data structure of the 
TRM model presented in [8], a list of circles (defined by the position of 
their center and their radius 𝑥𝑖, 𝑦𝑖, 𝑟𝑖) is added. These circles are tracked 
until their radius 𝑟𝑖 = 0 (in the case of evolving SPPs) or until the end 
of the simulation.

Of course, since this is a Lagrangian model, the SPP-GB interfaces 
must be explicitly defined using a body-fitted mesh, for which, similarly 
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Fig. 4. Rough illustration of pinning and unpinning events of a GB in a discretized 
particle.

to [40], a remeshing procedure has been constructed. Initially, all seg-
ments crossed by the boundaries of a circle, are cut using the edge-split
operator (see Fig.  2). Then, using a surface reconstruction procedure, [8], 
the elements contained within the circular domain are extracted from 
their original surface1 and are attributed to a new surface representing 
the discrete particle.

2.2. Kinetics at discretized SPP-GB interfaces

In this study, we calculate the velocity by assuming isotropic grain 
growth (homogeneous value in space of the mobility and grain bound-
ary energy), leading to grain/grain/grain triple junctions achieving a 
Young’s equilibrium at angles of 120◦–120◦–120◦.

The grain/particle/grain triple junctions, are for their part, crit-
ical during the Smith–Zener pinning phenomenon, as they account 
for most of the SPP-GB interactions. In this model, we have used a 
free movement/projection approach as illustrated in Fig.  3: during a 

1 In the TRM context, a surface is defined as a set of elements and nodes. 
Surfaces typically represent a grain, but in this scope, they represent grains 
and particles
4 
time step, nodes belonging to the discretized SPP-GBs interfaces are 
allowed to move freely according to their velocity 𝑣𝑖. This velocity is 
computed using the methodologies presented in [8,40–42] and used 
for any triple junction. Thus, a projection of the triple junction, in the 
direction of the particle center, is made onto its interface, which is 
equivalent to projecting the triple junction onto the closest point of the 
particle interface. This free motion/projection algorithm is equivalent 
to preserving the tangential component of the grain boundary velocity 
along the precipitate interface while removing the normal component. 
Upon projection of these junctions onto the discretized SPP interface, 
the angles at triple junction on particles will be defined by the tangents 
to the circle that in case of an infinite particle will tend to 90◦-180◦-90◦.

This technique makes it possible to avoid special treatment of 
these triple junctions while also preserving the grain boundary kinetics 
related to the triple junction shared with the particle and the local cur-
vature of the grain boundary. These successive steps are illustrated in 
Fig.  3 with (a) the initial state, which is then preserved by transparency 
over all the other figures, (b) the first free movement of the triple 
junction, (c) the first projection of the triple junction in the particle 
interface, (d) a new time step with a new free movement and (e) a new 
projection of the triple junction.

More globally, Fig.  4 illustrates in a rough way also the pinning and 
unpinning events of a GB in a discretized particle. For clarity, in this 
figure, only the nodal links between GB and particle boundaries are 
shown while the FE mesh is not. On every state, red nodes are new 
nodes (nodes not present in the previous state). Fig.  4-State 1 shows 
the initial state, the GB approaches the particle thanks to curvature 
flow dynamics, Fig.  4-State 2 illustrates one of the nodes collapsing 
over its closest node on the particle to form a quadruple point. A 
higher curvature is now present at both sides of the GB. Fig.  4-State 
3 depicts the GB advancing on its movement thanks to curvature flow 
and the dynamics of neighboring nodes which are not shown in the 
picture, here the quadruple point moves to the right thanks to the 
balance of forces pulling in that direction, and the node slides over 
the imposed circular shape of the particle. Fig.  4-State 4 shows two 
nodes collapsing, one between the quadruple point and its neighbor, 
and the second, between other pair of GB node and particle node. Note 
how this collapse removes the quadruple point and transforms it into 2 
triple junctions. Fig.  4-State 5 describes the appearance of a new node 
on the particle due to a segment in the particle (the one between the 
2 triple junctions) being too long, the node splitting operation is used 
here. This node is positioned on the outline of the particle’s circle. Fig. 
4-State 6 shows two new splitting of the particle’s outline, introducing 2 
new nodes. Fig.  4-State 7 illustrates two collapsing operations between 
the triple junctions and the bottom neighbors. In fact, the GB pulls the 
triple junction to the bottom (due to the dynamics of neighboring nodes 
not shown in this figure) until they collapse with neighbors laying on 
the particle. The process shown in Fig.  4-States 6 and 7, continues (see 
states 8 and 9) until both sides of the GB collapse with the same node, 
to form, again, a quadruple point if the corresponding driving pressure 
is sufficient. The decomposition of this quadruple point leads to the 
unpinning of the GB from the particle in Fig.  4-State 10. Of course, 
since all these operations depend on the mesh size parameters imposed 
in the vicinity of the GB and particle, the unpinning events is linked to 
the local mesh size used on the GB. Once the GB is completely detached 
from the particle, the GB straightens up (Fig.  4-State 11). The process 
of unpinning is repeated for every GB-discretized particle pair in the 
simulation when it is possible (i.e. when the pinning is not stable). 
However, we have not observed this process to appear as frequently 
as expected in 2D vertex simulations. Instead, the GBs in contact with 
particles move slower and become more stable than GBs not attached 
to any particle, producing that complete grains collapse over particles 
until a stable configuration is achieved in context of sufficient global 
Smith–Zener pinning pressure.

Finally, the TRM model also allows the evolution of particles by 
altering the radius 𝑟  of a circle that defines each discretized particle. 
𝑖
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Fig. 5. Example of the life cycle of the evolution of a discretized particle. a. Computation of the dynamics of the interfaces, b. displacement of the interfaces using the time-step 
and velocity, c. transformation of the circle defining the particle, d. projection of the interfaces of the meshed particle to the circle defining the particle domain.
Fig.  5 demonstrates this process over a single time step: initially, the 
model computes velocities and allows for the free movement of nodes, 
as depicted in Figs.  5a and 5b. Subsequently, the circle that outlines 
the particle is updated (decreased in size in the example given by Fig. 
5c). The final step involves the projection procedure, illustrated in Fig. 
5d, which completes the particle evolution process within the model 
framework.

3. Numerical results and validation in context of discretized sec-
ond phase particles

3.1. Grain growth simulations

The first set of simulations consists of four domains of 0.4 mm 𝑥
0.4 mm with different Laguerre-Voronoi tessellations [44] with around 
1800 initial grains for each domain. The grain size is defined here at the 
equivalent circle radius or diameter (ECR or ECD), i.e. the radius or the 
diameter of the circle with the same area that the considered grain. The 
initial ECR distribution is imposed through a lognormal distribution 
(𝜇 = 27 μm and 𝜎 =7.6 μm). A monodisperse and spherical precipitate 
population, with an initial surface fraction 𝑓𝑠𝑝𝑝 = 5% and an arithmetic 
mean radius 𝑟𝑠𝑝𝑝 = 2μm (around 768 SPP), is considered. All SPP are 
assumed incoherent. As detailed in [8], the classical curvature flow 
kinetic is verified for all GB: 
𝑣 = −𝜇𝛾𝜅𝑛, (1)

with 𝜇 the GB mobility, 𝛾 the GB energy, 𝜅 the GB curvature, and 𝑛 the 
outside unitary normal to the GB. As already highlighted, 𝜇 and 𝛾 are 
assumed to be homogeneous in space. Concerning 𝜇, an Arrhenius law 
is assumed for its dependance to the temperature, when non-isothermal 
treatments are considered: 
𝜇 (𝑇 ) = 𝜇0𝑒

−𝑄∕𝑅𝑇 , (2)

with 𝜇0 a constant pre-exponential term, 𝑅 the perfect gaz constant, 𝑄
the activation energy for grain growth, and 𝑇  the absolute temperature. 
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In the following of this section, representative values for the 𝐴𝐷730
nickel base superalloy are used [45] (𝜇0 = 2.9 × 1037 mm4 s−1 J−1, 
𝑄 = 9.8 × 105 Jmol−1, and 𝛾 = 0.6 Jm−2) and an isothermal heat 
treatment of 3 h (10800s) at 𝑇 =1060 ◦C is modeled. In context of 
evolving second phase particles, the precipitate interface velocity was 
set to 𝑣𝑠𝑝𝑝 = 2 × 10−7 mms−1 oriented towards the center of the SPP 
(dissolution context). It must be highlighted that these first simulations 
were designed to be comparable to the results proposed and validated 
in [45]. The Figs.  6–8 illustrate, respectively, for one of the generated 
digital polycrystal, the time evolution of the case without SPP, with 
static SPP and with evolutive SPP.

Fig.  9 presents the comparison of the predicted grain size evolution 
between the TRM and LS model. First, the behavior obtained by the 
TRM method considering or not the presence and evolution of the SPP 
is illustrated in Fig.  9.a. The results are coherent and well reproduce the 
Smith–Zener pinning mechanism. Moreover, they illustrate an excellent 
agreement between the predictions of the full-field models.

3.2. Domain size influence and time calculation

The TRM model was already discussed in terms of convergence 
study (number of grains) in context of pure grain growth without 
SPP [9]. The same discussion was operated here in context of static 
SPP. The configuration considered in the previous section for static SPP, 
materials data, initial grain size distribution, SPP characteristics and 
temperature was considered by increasing the domain size.

The smallest domain contains 500 grains and 130 SPP, and the 
biggest one 50000 grains and 11200 SPP. Fig.  10.a. presents the dif-
ferent domains with the respective number of grains and particles for 
each case. Figs.  10.b and c. illustrate the mean grain size evolution and 
the 𝐿2 error considering the most significant case as the reference case.

First, these results illustrate the fast convergence of the proposed 
methodology in terms of number of grains. Indeed, small domains 
exhibit small errors (around 3%) compared to the largest one. This 
means that it could be preferable in terms of computation resources 
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Fig. 6. From left to right and top to bottom: microstructure evolution during an isothermal treatment (𝑇 =1060 ◦C) of 3 h for AD730 alloys without considering the SPP; 𝑡 = 0 s, 
𝑡 = 10min, 𝑡 = 30min, 𝑡 = 1 h, 𝑡 = 2 h and 𝑡 = 3 h states are depicted. The field corresponds to the ECR in mm.
to run several small test cases as proposed in Section 3.1.a. than one 
large case as presented in Section 3.1.b. Of course, comparatively to 
the optimal domain size discuss in [9], the impact of Smith–Zener 
pinning pressure is here of the prime order to explain that the smallest 
configuration can already be predictive.

Finally, a last test case is considered here to analyze the time cal-
culation for a large simulation performed following the LS method and 
the newly proposed one. More precisely, for this test, the data presented 
in [46] in context of a LS simulation are used. The initial microstructure 
consists of around 50000 grains generated with a Laguerre-Voronoi 
tessellation [44] for a domain size of 2mm × 2mm. An arithmetic 
mean grain diameter 𝐸𝐶𝐷 = 9.5 μm and an initial monodisperse 
spherical particle population (𝑟𝑠𝑝𝑝 = 2 μm) with a surface fraction 
𝑓𝑠𝑝𝑝 = 6% (around 20000 SPPs) are considered. The thermal path 
proposed in [46] and reproduced in Fig.  11.a is modeled. It corresponds 
to an isothermal treatment at 990 ◦C for 45min followed by a linear 
increase of the temperature until 1120 ◦C in 90min and the material is 
maintained at this temperature for others 45min. As in [45–47], grain 
6 
boundary properties, 𝜇 and 𝛾 are chosen as representative of the AD730 
nickel base superalloy.

As a result of using a less refined mesh, the SPP fraction considered 
in the TRM approach appears to be slightly lower than the imposed 
fraction (see Fig.  11b). This figure also illustrates the stability of the 
SPP fraction throughout the heat treatment. While one might therefore 
expect a slightly less pronounced pinning for the TRM approach, the 
opposite is ultimately observed at the end of the heat treatment. Indeed, 
while the predicted results (Figs.  11c. and d.) are quite similar for 
both models, the 𝐸𝐶𝐷 predicted by the LS method is slightly bigger, 
meaning that the number on grains at the end of the simulation 
is inferior than the one obtained with the TRM model. This result 
is very interesting because it illustrates a slightly different behavior 
between the two methods once the microstructure is globally fixed by a 
cloud of second-phase particles, as is the case here. The front-tracking 
approach proposed here completely prevents any movement of a flat 
interface between two particles in 2D, unlike the LS approach, which 
still allows some motion due to the approximate treatment of curvature 
at grain/particle/grain junctions. The error made by the LS approach, 
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Fig. 7. From left to right and top to bottom: microstructure evolution during an isothermal treatment (𝑇 =1060 ◦C) of 3 h for AD730 alloys by considering static SPP; 𝑡 = 0 s, 
𝑡 = 10min, 𝑡 = 30min, 𝑡 = 1 h, 𝑡 = 2 h and 𝑡 = 3 h states are depicted. The field corresponds to the ECR in mm.
obviously dependent on the fineness of the finite element mesh used, 
can lead to some particle crossings that do not occur in the proposed 
approach. This explains the slightly different kinetics at the end of the 
heat treatment process. This discussion aligns with a similar analysis 
made in the mean-field approach proposed in [7].

The comparison of computation times is also intriguing. Indeed, it 
has already been proven that the proposed method in 2D is much more 
efficient than front-capturing approaches (LS, MPF, etc.) in a pure grain 
growth and FE formulation context. This remains partially true here as 
illustrated in Fig.  11e. Indeed, while the computation time is still twice 
as fast as the LS approach, the observed ratio is nowhere near that of a 
context without second-phase particles (up to 150 as observed in [8]). 
This result can be explained by two observations. First, the presence 
of SPP requires a FE mesh capable of describing them, and therefore 
an optimal mesh size adapted to both the grains and the particles, 
unlike cases without particles. Overall, the FE mesh size used is finer 
7 
than in configurations without SPP, which already makes the simu-
lation more demanding as a whole. Secondly, handling interactions 
at the particle outlines requires additional operations, which become 
increasingly numerous as the number of contacts between particles and 
grain boundaries increases during the heat treatment, as illustrated in 
Fig.  11e. Moreover, the time step is also adjusted to manage these 
interactions while ensuring the stability of the solution [8]; thus, the 
number of time iterations also increases as a function of the length 
of grain boundaries pinned by the particles, as shown in Fig.  11f. 
These elements highlight both the strengths and limitations of the 
proposed method. While it generally proves faster than front-capturing 
approaches, its performance may decrease – similarly to LS and MPF 
methods – when dealing with very dense populations of fine particles 
relative to the grain size, as suggested by the criteria discussed above. 
To address this limitation, a mixed formulation is introduced in the 
following section.
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Fig. 8. From left to right and top to bottom: microstructure evolution during an isothermal treatment (𝑇 =1060 ◦C) of 3 h for AD730 alloys by considering static SPP; 𝑡 = 0 s, 
𝑡 = 10min, 𝑡 = 30min, 𝑡 = 1 h, 𝑡 = 2 h and 𝑡 = 3 h states are depicted. The field corresponds to the ECR in mm.
4. Discretized second phase particles and Z-Nodes, a new combi-
nation

4.1. Z-Nodes, interest and principle

As discussed in the introduction, Vertex/ front-tracking approaches 
traditionally treat second-phase particles as specific nodes within the 
discretization [17,33], incorporating pinning laws that more or less 
accurately account for the Smith–Zener pinning phenomenon, without 
truly being able to critically assess the resulting outcomes. We therefore 
questioned whether the TRM method could be enhanced to measure 
the actual benefit of discretizing second-phase particles compared to 
traditional Vertex approaches. Additionally, we aimed to develop a 
hybrid method to describe very small SPP in relation to grain sizes, 
a range inaccessible to front-capturing approaches within acceptable 
computation times.

Thus, the TRM algorithm was modified to accommodate a new class 
of nodes called ’Z-Node’. Z-Nodes are modeled thanks to a few rules 
8 
imposed over the remeshing and GB migration procedure (see Fig.  1). 
Z-Nodes are allowed to be collapsed with other nodes, however, the 
remaining node will always be transformed into a Z-Node and will be 
positioned at the same coordinates as the initial Z-Node. Two Z-Nodes 
cannot be collapsed. Node gliding is removed from Z-Nodes, however 
edge swapping can still occur on their vicinity. Readers interested in 
the algorithmic details of these operators are invited to consult [8]. 
The movement of Z-Nodes due to GB migration is also not allowed. 
Following these rules, classical pinning node of the Vertex approach, 
can also be considered in the TRM framework.

Once again, the AD730 alloy is considered in this section with the 
same initial GSD and following now a 5 h isothermal at 1060 ◦C. If the 
reduced mobility remains representative of this alloy at this tempera-
ture, various distributions of second-phase particles will be considered. 
These populations do not necessarily have sizes and fractions represen-
tative of this alloy at this temperature but serve solely as a numerical 
playground to compare the two approaches to handling second-phase 
particles in terms of accuracy, prediction, and computational cost.
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Fig. 9. GG evolution: a. with the TRM approach for the different scenarios, b. Comparison between the TRM and LS models for GG when no particles are considered in the 
microstructure, c. Comparison between the TRM and LS models for GG with a fixed SPP population, and d. Comparison between the TRM and LS models for GG under the effect 
of particles dissolution. Results for each case are averaged from the results of four different initial tessellations, with the range of results indicated by the semi-transparent shading 
of the same color as the corresponding curve.

Fig. 10. Domain size evolution: a. different tested cases with the respective number of grains and particles. b. mean grain size evolution and c. the obtained 𝐿2 errors comparatively 
to the largest configuration.
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Fig. 11. Comparisons between the LS and TRM model of a polycrystal case with 50000 initial grains: a. Numerical heat treatment, b. Precipitate particle fraction, c. Mean grain 
size, d. Number of grains, e. Simulation time, f. Number of increments.
4.2. First illustration concerning Z-Nodes

The Fig.  12 provides an initial illustration of the methodological 
difference proposed in the case of second-phase particles that are 
relatively large compared to grain size. Specifically, this illustration 
is identical to the case study in the previous section with a static 
second phase particle population: a monodisperse population with a 
size of 𝑟 =2μm and a surface fraction of 5% is considered. The ratio 
between the initial average grain size and the particle size is therefore 
𝐸𝐶𝑅∕�̄� = 3.5. The Fig.  12(a) illustrates the initial microstructure where 
the second-phase particles are discretized, while Fig.  12(d) shows the 
same initial microstructure where the second-phase particles are not 
discretized (Z-Nodes at the same positions are represented by red 
points). It is important to note that the Z-Nodes are merely points and 
that the size of the red points has no intrinsic meaning other than to 
aid in visualizing the positions of the second-phase particles. Although 
a much coarser mesh could be used for the Z-Nodes type approach, 
the same simulation characteristics were applied for this initial case: 
a time step of 𝑑𝑡 = 10 s, a mesh size of ℎ = 300 nm and an output at 
every minute of the 5 h heat treatment. Figs.  12(b) and 12(e) describe 
the final microstructures for both strategies in the global calculation 
10 
domain whereas Figs.  12(c) and 12(f) correspond to a zoom on the 
0.3mm×0.3mm central domain for both methodologies at the final time 
with the corresponding FE meshes superimposed in black. The Figs. 
12(g), 12(h), and 12(i) shows, respectively, for both methodologies the 
time evolution of the arithmetic mean grain size (𝐸𝐶𝑅), the initial 
grain size distributions (𝐸𝐶𝑅) weighted by the surface, and the final 
ones.

This first comparative case allows for several observations. As ex-
pected, the Z-Nodes type approach tends to underestimate the Smith–
Zener pinning pressure compared to the more precise case where the 
SPPs are discretized, especially as the SPPs here have a relatively large 
size. This is evident in the evolution of the 𝐸𝐶𝑅 (see Fig.  12(g)) and 
the final distributions (see Fig.  12(i)). However, the difference remains 
reasonable (a shift of 1 μm concerning the average grain size after 5 h
of heat treatment at 1060 ◦C). Based on Figs.  12(b) versus 12(c) and
12(e) versus 12(f), where the final grain morphologies are depicted, 
the error appears to mainly concern an accelerated disappearance of 
small grains when the particles are not discretized. It is worth noting 
that the difference in the initial grain size distributions, although the 
microstructures are supposed to be identical, stems from the surface 
occupied by the SPPs in the first simulation which is not present in the 
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Fig. 12. First illustration for the comparative test cases between the modeling of Smith–Zener pinning mechanism by considering the discretization of the SPPs and the Z-Nodes 
strategy: (top) with discretized SPP in dark blue, from (a) to (c): Initial microstructure, after the 5 h thermal treatment, and a zoom (in the 0.3 mm×0.3 mm central zone) at the 
final time with the FE mesh in black; (middle) with Z-Nodes in red, from (d) to (f): Initial microstructure, after the 5 h thermal treatment, and a zoom (in the 0.3 mm×0.3 mm 
central zone) at the final time; (bottom) from (g) to (i): evolution of the arithmetic mean of the ECR for both strategies, the initial grain size distributions weighted by the surface, 
and the final grain size distributions weighted by the surface.
Z-Nodes approach. As a result, the initial grain size distribution (see 
Fig.  12(h)) appears slightly shifted to the right for the Z-Nodes case. As 
the FE mesh size used is similar here in both strategies (see Fig.  12(c) 
and Fig.  12(f)), the CPU time for both simulations are very similar and 
are summarized in the Table  1 of the next section dedicated to a more 
global comparison between both methodologies.

4.3. Comparative study between both approaches

The purpose of this section is to illustrate the capability of the 
proposed front-tracking method to handle 2D polycrystal simulations 
that have never been investigated by other approaches of the same 
type and are inaccessible in terms of reasonable computation times 
for LS and MPF methods. Accordingly, a computational campaign was 
conducted with increasingly fine particle sizes, reaching up to about 
125 nm. Table  1 summarizes the different parameters considered in each 
simulation and also some final information after the 5 h isothermal 
treatment. In this strategy, the ratio 𝑓∕�̄�, appearing in classical Smith–
Zener pinning pressure and limiting grain size predictions [30,48–50], 
was assumed constant and will be discussed in the following. The 
cases 1 and 2 correspond to the simulations describe in Fig.  12 and 
introduced in the previous section.
11 
As illustrated in Table  1, four additional configurations of increasing 
complexity have been considered for both numerical strategies. For 
𝑝 ∈ [[0, 4]], Cases 2𝑝 + 1, resp. Cases 2𝑝 + 2, correspond to the same 
configuration simulated by considering the discretization of SPP, resp., 
the Z-Nodes strategy. This table summarizes, for each test case, the 
domain dimensions 𝛺, the initial (#𝐺0) and final number of grains at 
𝑡 = 5 h (#𝐺𝑓 ), the used FE mesh size ℎ, the size and surface fraction 
of static circular SPP �̄� and 𝑓% when they are discretized, the initial 
number of SPP (even cases) or Z-Nodes (odd cases) #𝑆𝑃𝑃 , the final 
arithmetic mean grain size at 𝑡 =5 h 𝐸𝐶𝑅𝑓 , and the total calculation 
time necessary to simulate the test cases until 𝑡 =5 h with output data 
at each minute (CPU Time). The Fig.  13 illustrates for cases 3 to 10 
the final microstructures obtained at the final time whereas Fig.  14, 
resp. Fig.  15, illustrates the comparisons, in terms of 𝐸𝐶𝑅, resp. in 
terms of 𝐸𝐶𝑅 distribution, between the Case 2𝑝 + 1 and Case 2𝑝 + 2
for 𝑝 ∈ [[0, 4]]. Different comments can be done concerning the chosen 
parameters and the results obtained:

• For odd cases with discretized SPPs, the mesh size was fixed by 
the SPP size. More precisely, this mesh size was fixed to ensure 
the correct description of SPPs but also their conservation during 



S. Florez and M. Bernacki Computational Materials Science 256 (2025) 113958 
Fig. 13. For 𝑝 ∈ [[1, 4]], final state of the cases 2𝑝 + 1 in the left side and the cases 2𝑝 + 2 in the right side.
the 𝑡 = 5 h thermal treatment. Indeed the strategy described in 
Figs.  4 and 5 can be responsible of SPP disappearance in case 
of a poor description of the SPP comparatively to the mesh size. 
Typically, a ratio of 4 between the SPP radius and the mesh 
size, systematically ensures a good conservation of SPPs (less than 
0.5% of SPP disappearance in number). The decreasing in SPP 
12 
size between odd simulations is then correlated to a decreasing 

in mesh size and then a significant increase in CPU time.
• For even cases, this consideration is not necessary, and the same 
mesh size can therefore be adopted; only the number of Z-Nodes 

is considered as increasing.
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Fig. 14. For 𝑝 ∈ [[1, 4]], comparisons of 𝐸𝐶𝑅 evolutions between configurations with SPP discretization (cases 2𝑝 + 1) and with Z-Nodes (cases 2𝑝 + 2).
Table 1
Simulation settings: 𝛺 corresponds to the domain dimensions, #𝐺0∕#𝐺𝑓  to the initial number of grains and the final one at 𝑡 =5 h. ℎ to the FE mesh size used, �̄� to the size of 
static circular SPP, 𝑓% to the surface fraction of SPP, #𝑆𝑃𝑃 to the initial number of SPP or Z-Nodes, 𝐸𝐶𝑅𝑓  to the arithmetic mean grain size at 𝑡 =5 h, and CPU Time to the 
total calculation time necessary to simulate the test cases until 𝑡 =5 h with output data at each minute.
 𝐼𝑑\𝑃𝑎𝑟. 𝛺 (mm2) #𝐺0/#𝐺𝑓 ℎ (nm) �̄� (nm) 𝑓% # SPP 𝐸𝐶𝑅𝑓 (μm) CPU time  
 Case 1 0.8 × 0.8 6807 / 2083 300 2000 5 2546 12.87 ∼ 8h  
 Case 2 0.8 × 0.8 6807 / 1723 300 × × 2546 14.05 ∼ 7 h 30 min  
 Case 3 0.8 × 0.8 6807 / 2581 250 1000 2.5 5092 11.03 ∼ 8 h 30 min  
 Case 4 0.8 × 0.8 6807 / 2459 300 × × 5092 11.56 ∼ 9 h  
 Case 5 0.8 × 0.8 6807 / 3610 150 500 1.25 10185 8.59 ∼ 19 h  
 Case 6 0.8 × 0.8 6807 / 3271 300 × × 10185 9.58 ∼ 8 h 30 min  
 Case 7 0.5 × 0.5 2655 / 1720 75 250 0.625 9174 7.95 ∼ 23 h  
 Case 8 0.5 × 0.5 2655 / 1738 300 × × 9174 8.82 ∼ 3 h  
 Case 9 0.25 × 0.25 667 / 531 32.5 125 0.3125 3826 7.26 ∼ 38 h 30 min 
 Case 10 0.25 × 0.25 667 / 532 300 × × 3826 7.18 ∼ 35 min  
• To limit computation times, but also due to a grain size limit being 
reached more quickly, the last two configurations (simulations 7 
to 10) feature smaller simulation domains.

• As illustrated in Figs.  13–15, the results between both strategies 
remain consistent and even similar for all configurations both 
concerning the arithmetic mean grain size and the grain size dis-
tribution. Concerning the grain size limit, the maximal difference 
is around 1 μm (case 1 versus case 2 in the bottom left position 
in Fig.  12 and case 5 versus case 6 in the top right position in 
Fig.  14). As expected, the cases with Z-Nodes description tends 
to slightly underestimates the pinning pressure due to the SPP 
as the real interaction between the SPP and GB are not taken 
into account. This effect tends to disappear with the decreasing 
of SPP size where the predictions with Z-nodes are similar in 
accuracy to those with discretization as illustrated in Figs.  14
and 15 in the bottom parts. When the CPU times are compared 
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in the last column of Table  1 between case 7 versus case 8 
and case 9 versus case 10, this tends to definitively validate the 
approach proposed by Z-Nodes when the particle size is well 
below the grain size. The accuracy/computation time ratio clearly 
favors this strategy. When the particle size is relatively large, 
the computation times for the discretization approach are quite 
reasonable (and comparable to the Z-Nodes approach, as observed 
in case 1 compared to case 2 or case 3 compared to case 4 in Table 
1). In this scenario, it seems entirely appropriate to prioritize the 
discretization approach for SPPs.

• A consistent trend can be noted, in Table  1 across all the sim-
ulations considered regarding the 𝑓∕�̄� ratio and, as illustrated, 
the prediction obtained are far from being equivalent in terms 
of grain size limits as well known in the state of the art [7,26,
30,49]. The proposed numerical framework would enable a more 
detailed exploration of this discussion in the case of SPP with 
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Fig. 15. For 𝑝 ∈ [[1, 4]], comparisons at 𝑡 = 5 h of ECR distribution (weighted in surface) evolutions between configurations with SPP discretization (cases 2𝑝+ 1) and with Z-Nodes 
(cases 2𝑝 + 2).
sizes ranging from tens of nanometers to hundreds of nanometers, 
a domain currently overlooked in full-field approaches at the 
polycrystal scale due to prohibitive computation times [27]. This 
is a promising direction for future research based on the proposed 
methodology.

Finally, it is important to note that nothing prevents combining the 
advantages of both proposed methods in the case of microstructures 
with complex populations of second-phase particles that may be highly 
heterogeneous, such as bi-modal or tri-modal distributions. Indeed, it is 
not uncommon to encounter industrial alloys exhibiting large primary 
particles associated with finer populations of secondary or even tertiary 
particles [45]. For this type of microstructure, it is perfectly conceivable 
to discretize particles with sizes comparable to the grain size while 
implementing a Z-Nodes strategy for particles significantly smaller than 
the grain size. This idea is illustrated here with the last test case 
considered in this work. A bimodal SPP population was considered 
on a 0.8mm × 0.8mm 𝛺 domain with the same polycrystalline struc-
ture considered in cases 1 to 6 from the Table  1. This bimodal SPP 
distribution consists to as 2.47% surface fraction of large SPP with a 
radius of 2 μm (1260 particles) and a 0.031% surface fraction of small 
SPP with a radius of 200 nm (1574 particles). The Fig.  16 illustrates 
the initial state and the final one after the 5 h thermal treatment at 
1060 ◦C by discretizing the large particles and introducing the small 
ones through Z-Nodes. Interestingly, if an arithmetic mean radius of the 
second phase particle population is considered along with an overall 
fraction, this population would be seen, according to a monomodal 
filter, as entirely equivalent to those in simulations 3 and 4 (�̄� = 1μm
and 𝑓 = 2.5%). However, the comparisons exhibit in Fig.  17 illustrates 
14 
that this kind of microstructures cannot be correctly depicted through 
a such monomodal filter when the grain size limit and the Smith–Zener 
pinning pressure are discussed.

5. Conclusion and perspectives

In the state of the art, there are numerous front-tracking approaches 
to describe grain boundary migration at the polycrystalline scale. How-
ever, when second-phase particles need to be considered, current ap-
proaches are highly restrictive: either only a few grain boundaries 
interacting with discretized particles are accounted for, or the second-
phase particles are reduced to pinning nodes, regardless of the size ratio 
between particles and grains. This work introduces a new approach to 
address this issue. First, a novel front-tracking approach was developed, 
enabling the discretization of particles for a large number of grains. 
This new method was validated against an existing front-capturing 
approach. It was shown to be just as accurate while being faster. Fur-
thermore, an enhancement was proposed to couple this new approach 
for large particles, while considering smaller particles through pinning 
points called Z-Nodes. A series of numerical experiments was conducted 
to validate the approach and demonstrate its ability to maintain rea-
sonable computation times (a few hours on a single CPU for simulating 
a 5 h heat treatment) for millimeter-scale computational domains and 
second-phase particles as small as a few tens of nanometers. To our 
knowledge, such calculations – essential for alloys with complex pop-
ulations of second-phase particles – had never been proposed before, 
even in 2D. Many perspectives accompany this work. First, an extension 
to more complex particle shapes should be considered, along with the 
development of a 3D version. This model will also soon be compared 
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Fig. 16. 5 h annealing at 1060 ◦C of a bimodal configuration concerning the SPP where the biggest (𝑟 = 2μm) are discretized whereas the smallest ones (𝑟 = 200 nm) are considered 
through Z-Nodes. Top left: the initial microstructure. Top right: the final one. Bottom: zoom on the central zone at the final time with the large SPP in blue and the Z-Nodes in 
the red points.

Fig. 17. Comparison between the bimodal case with the cases 3 and 4 (which have the same arithmetic mean particle size and surface fraction of SPP).

Computational Materials Science 256 (2025) 113958 

15 



S. Florez and M. Bernacki Computational Materials Science 256 (2025) 113958 
with experimental data for a material featuring multimodal populations 
of second-phase particles (e.g. AD730 nickel-based superalloy).
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